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Abstract: This study examined the extent to which second language (L2) learners’
syntactic prediction resembles or differs from native speakers’ and the role of L2
proficiency in this process. An experimental group of 135 Chinese learners of
English and a control group of 58 English native speakers participated in a phrase-
by-phrase self-paced reading task where the experimental sentences were
contrastive in whether the DP disjunction was preceded by either or not. To ensure
that the participants had sufficient knowledge about the target stimuli, they were
asked to additionally judge the acceptability of the experimental sentences. The
results showed that like native speakers, L2 learners read the critical region con-
sisting of “or” and a DP disjunct faster when it was preceded by either compared to
when either was absent. In addition, this effect of the presence versus absence of
either spilled over to the post-critical region. Moreover, L2 proficiency was not
found to robustlymodulate this process. It is concluded that L2 learners, like native
speakers, can make predictions at the level of syntax.
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1 Introduction

The human brain has been claimed to operate as an intricate predictive device
(Clark 2013). In language use and learning, people often predict what comes next
before the actual input becomes available. For example, when one encounters
the verb drink in a sentence (e.g., The boy will drink …), they would expect
something drinkable to appear in the upcoming speech or text. Meanwhile, a
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noun (e.g., coffee, soda), following drink, would be the most likely grammatical
category, among others, to be anticipated. Ample psycholinguistic evidence has
shown that language listeners and readers make predictions based on already
processed linguistic information from different sources such as lexical semantics
(e.g., Altmann and Kamide 1999), morphosyntax (e.g., Van Berkum et al. 2005),
phonology (e.g., DeLong et al. 2005), and discourse (Kaiser and Trueswell 2004).
Moreover, it is assumed that the representations for the expected materials are
more highly activated than those for the less expected materials, thus requiring
less cognitive effort, signaled by the reduced reading times that one spends on the
expected materials relative to the unexpected ones (Roland et al. 2012).

In second language (L2) studies, however, to what extent non-native speakers
(NNSs) resemble or differ from native speakers (NSs) in making predictions
remains a topic of recent debate (Grüter et al. 2017; Kaan 2014). Grüter et al. (2017)
proposed the Reduced Ability to Generate Expectations (RAGE) hypothesis, ac-
cording to which L2 learners, relative to NSs, essentially generate expectations to a
lesser extent compared to NSs during language comprehension. A considerable
body of research on L2 prediction has focused on gender agreement in Romance
languages such as Spanish and French (Dussias et al. 2013; Grüter et al. 2012; Lew-
Williams and Fernald 2010). In Spanish, for example, a noun and its preceding
modifiers, such as determiners and adjectives, are gender-marked. Grüter et al.
(2012) showed that even highly proficient Spanish NNSs, unlike Spanish NSs,
failed to use gender information to anticipate upcoming nouns. Hopp (2015) also
found that NNSs across different proficiency levels used information from lexical
semantics only, rather than from morphosyntax, to make predictions. Both rep-
resentation-based and processing-based accounts could provide some explana-
tion for the discrepancy between native and non-native predictive processing.
According to the representation-based account, syntactic representations built up
by late L2 learners tend to be shallower and less detailed than those by NSs
(Clahsen and Felser 2006), and hence may not be used by learners to make pre-
dictions, especially in the domain of syntax. On the processing-based account, L2
prediction has been argued to be not fully automatic (Ito and Pickering 2021),
because NNSs may be slow in accessing lexical information during processing to
construct representations necessary for prediction (Hopp 2018; Ivanova and Costa
2008).

Although NNSs may predict in a non-native manner, Kaan (2014) argued that
L1 and L2 predictive processing are underlyingly the same and that potential
differences in predictive processing can be accounted for bymediating factors that
influence sentence processing in general. Among these factors, L2 proficiency is
perhaps the most often pinpointed factor that could potentially modulate the
extent to which NNSs engage in predictive processing, as reflected by the proposal
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of Kaan and her associates that NNSs with low proficiency may struggle with
prediction but may eventually become indistinguishable from NSs in their ability
to make predictions, as their language proficiency reaches a certain level (Kaan
et al. 2010). In line with this proposal, a few studies have shown that L2 proficiency
modulated predictive processing such that more proficient learners aremore likely
to generate predictions compared to those with lower proficiency (e.g., Chambers
and Cooke 2009; Dussias et al. 2013; Henry et al. 2022; Hopp 2013; Leal et al. 2017).

However, another recent body of research targeting various linguistic phe-
nomena yielded a rather different picture where the modulatory effect of L2
proficiency has not been detected (Dijkgraaf et al. 2017; Hopp 2015; Ito et al. 2018;
Kim and Grüter 2021; Mitsugi 2021). There seem to be two possible scenarios for the
absence of the L2 proficiency effect – ‘prediction does not automatically comewith
global proficiency and, vice versa, that high overall proficiency does not imply
L1-like prediction’, as claimed byKaan andGrüter (2021). Specifically, one scenario
would be that NNSs engage in making predictions regardless of proficiency (e.g.,
Kim and Grüter 2021; Mitsugi 2021). For example, Mitsugi (2021) took advantage of
the structural dependency between negative polarity items (e.g., zenzen ‘at all’)
and negation in Japanese to examine whether Japanese NNSs could use infor-
mation from negative polarity adverbs to predict negation. In a visual-world eye-
tracking experiment, all L2 participants, like NSs, were found to make more eye
movements towards the picture depicting a negative reading when they heard the
adverb compared towhen they did not, suggesting theywere able to employ such a
predictive cue during processing. Interestingly, such a native-like prediction was
not modulated by their L2 proficiency. The other scenario would be that NNSs do
not necessarily engage in prediction like NSs, regardless of proficiency (e.g., Grüter
and Rohde 2021; Hopp 2015). For example, Hopp (2015) found that even advanced
English learners of German failed to use the highly reliable morphosyntactic cues
represented by casemarkers to facilitate prediction during L2 sentence processing.

There could be many reasons for the mixed findings regarding the effects of
proficiency on L2 prediction. One reason for the lack of L2 proficiency effect is that
variance in proficiency among the investigated sample was too limited to detect
the relationship between L2 prediction and proficiency that would otherwise be
captured by a sample with a wider proficiency range if the effect were present. To
fix this problem, a larger sample targeting a wider proficiency range could be
adopted such that the chance of detecting the effect of proficiency, if present, could
increase. It would also allow us to take a closer look at the L2 development of
processing skills and ultimately language competence. Another possible reason
stems from the practice of artificially dividing participants into different profi-
ciency groups (e.g., ‘beginner’, ‘intermediate’, ‘advanced’) based on a set of cutoff
points, which may misrepresent learner proficiency, thus leading to reduced
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statistical power and sometimes spurious effects (see Leal 2018 for a critical re-
view). Moreover, complex linguistic computation as a result of combining different
cues for prediction may complicate the proficiency effect on L2 predictive pro-
cessing. For example, unlike Japanese NSs (Kamide et al. 2003), Japanese NNSs
were found to have failed to predict upcoming noun phrases (NPs) based on case
markers (Mitsugi and MacWhinney 2016). The authors argued that the experi-
mental task might be too challenging for the participants, as it required them to
integrate both the syntactic and semantic information to make the intended pre-
diction. By contrast, the role of L2 proficiency, which has been well documented in
learners during integrative processing, appears to be rather consistent (see Roberts
2012 for a comprehensive review). For example, only highly proficient learners
were found to be able to process case markers for them to be integrated into the
constructed L2 representations (e.g., Hopp 2006, 2010) and recover from structural
misanalysis due to garden-path effects during L2 sentence processing (Jackson
2008).

It is important to note that, with a few exceptions (e.g., Kim and Grüter 2021;
Mitsugi 2021), studies on L2 prediction have been typically conductedwith learners
learning or experiencing an L2 in a naturalistic context (e.g., Grüter and Rohde
2021; Henry et al. 2022; Hopp 2013). Recent research has shown that the type of
language exposure, i.e., naturalistic versus classroom, also plays some role in
shaping L2 incremental and predictive processing (Leal et al. 2017; Pliatsikas and
Marinis 2013). Therefore, it would be informative to seewhether predictive patterns
observed among learners with naturalistic exposure can be extended to those
among learners with classroom exposure. In addition, L2 prediction research has
primarily focused on how learners predict in the context of morphosyntax (e.g.,
grammatical gender, case marking) (e.g., Dussias et al. 2013; Grüter and Rohde
2021; Mitsugi and Macwhinney 2016) and lexical semantics (e.g., Chambers and
Cooke 2009; Ito et al. 2018; Trenkic et al. 2014). To our knowledge, there have been
very few studies directly investigating the prediction of syntactic structures in L2
learners. Among the very few studies, one was conducted by Kaan et al. (2016),
who examined the extent to which NNSs may differ from NSs in their use of the
preceding syntactic context to anticipate an elided noun. In this study, researchers
recorded event-related potentials (ERPs) from advanced NNSs and NSs when they
were reading sentences that allow and do not allow noun-ellipsis, as in (1a) and
(1b) respectively.

(1) a. Ellipsis: Although Peter met John’s surgeon, he did not meet Max’s *of
the operation.

b. Non-ellipsis: Although the surgeon met John, he did not meet Max’s
*of the operation.
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The results showed a greater posterior positivity for the Non-ellipsis condition
compared to the Ellipsis condition at possessives only in the native group, sug-
gesting that NNSs did not predict upcoming syntactic information to the same
extent as NSs. However, this study only included advanced learners and did not
examine the role of language proficiency in L2 prediction.

Research on L2 syntactic prediction is of particular importance, especially
because syntactic information has a special status in framing some influential L2
sentence processing models, such as the Shallow Structure Hypothesis (Clahsen
and Felser 2006), in that whether NNSs can build up structural representations to
the same extent as NSs constitutes the hallmark for successful L2 competence
development. It is, therefore, crucial to expand the scope of research on L2 pre-
diction by examining a wider variety of linguistic properties. The present study
contributes to the literature by investigating the L2 processing of another syntactic
structure which involves determiner phrase (DP) disjunction. In the following
section, we review some linguistic facts about English disjunction and previous
empirical research pertaining to this phenomenon.

2 Disjunction and its processing

The syntactic phenomenon under investigation is disjunction in English. Consider
the examples in (2a) and (2b), both of which contain disjunction. In (2a), it is
assumed that ‘the big house’ and ‘the old car’, the two independent disjuncts, are
coordinated with the disjunctor or. The two disjuncts are of the same linguistic
category, namelyDP (e.g., Chomsky 2009; Partee andRooth 2012).Moreover, either
appears adjacent to the disjunction phrase ‘the big house or the old car’ and thus
marks the scope of this phrase (see Quine 1967; Sag et al. 1985; Stockwell et al.
1973).

(2) a. Jay painted either the big house or the old car for his family over the
summer.

b. Jay painted the big house or the old car for his family over the summer.

Several studies used the either-or construction as a tool to investigate the extent to
which the language processor is predictive at the level of pure syntax (e.g., Staub
and Clifton 2006; Staub 2007; Yoshida et al. 2014;Warren et al. 2016). For example,
building upon Frazier and Clifton (2001), Staub and Clifton (2006)manipulated the
presence of either before a DP disjunction in a sentence (e.g., ‘The team took the
train or the subway to get to the game.’) for an eye-tracking experiment testing
English NSs. They found that participants spent less time on the DP region (e.g., ‘or
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the subway’) if either appeared previously, compared to when eitherwas absent in
the preceding text. They interpreted it as evidence of syntactic prediction where
readers predicted that a DP disjunction would arrive later given the presence of
either. Such predictions have facilitated sentence comprehension, as reflected in
the RT differences in regions of interest between sentences with either and
sentences without either. Similar processing behaviors have been observed in
Mandarin NSs for their processing of Chinese constructions involving
DP-disjunction (Chen and Yan 2012).

Similarly, facilitation associated with the processing of other parallel struc-
tures, such as conjunction (e.g., ‘John sawa strangemananda tall woman…’), has
also been argued to result from such structures being highly predictable (Frazier
et al. 2000; Sturt et al. 2010). As such, prediction seems to be crucial for language
comprehension, particularly when it comes to explaining why NSs process lan-
guage input so fast and successfully in a highly constraining linguistic context.
However, no consensus has been reached regarding whether prediction holds to
the same extent across populations. As stated by Federmeier (2007: 495), ‘pre-
dictive processing may not be the best—or even a viable—strategy for all
individuals at all phases of the lifespan and/or in all processing situations’. Using a
self-paced reading task (SPR), Warren et al. (2016), who also manipulated the DP
disjunction for the presence/absence of either as in Staub and Clifton (2006),
examined if syntactic prediction observed in young neurotypical adults would
extend to people with aphasia and older neurotypical individuals. The main
finding is that both participants with aphasia and older neurotypical participants
performed similarly to those neurotypical participants in the control group. They
all read the second DP disjunct beginning with or faster when it was preceded by
either, compared to when eitherwas absent in the preceding context. This finding,
therefore, suggests that like neurotypical adults, people with aphasia and older
neurotypical individuals can also engage in structural prediction cued by the
lexical item either.

Although NSs and NNSs differ in many aspects, such as language proficiency
and language experience, we may find that NNSs could predict syntax in a way
similar to NSs if the cue used for prediction is reliable and salient, as in the case of
either-or construction. If so, the current study could enrich our understanding of
the relationship between L1 and L2 sentence processing. To our knowledge, no
investigation has been conducted to examine the predictive processing of
disjunction patterned as V either ([DP1] or [DP2]) among NNSs. The present study,
therefore, aims to fill this gap and explore whether NNSs engage in syntactic
prediction—and if so, how—by using this construction as a test window.
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3 The present study

The present study specifically addresses the following research questions:
1. DoChinese learners of English predict a disjunction consisting of twoDPs based

on the lexical item either to the same extent as English NSs?
2. What is the role of language proficiency in modulating the predictive pro-

cessing behavior, if present, among NNSs?

4 Method

4.1 Participants

The study included two groups of participants consisting of 135 Chinese learners of
English (107 female, M = 20.7, SD = 2.6) and 58 English NSs (42 female, M = 19.9
years of age, SD = 2.6). All NS participants were undergraduate students at a
university in northeast U.S.A. and were given extra course credit for their partic-
ipation. All NNSs were undergraduate or graduate students from several univer-
sities in Mainland China at the time of testing.1 These NNS participants reported to
have been monolingually raised and only had exposure to formal instruction in
English in classroom settings. None had the experience of living in any English-
speaking countries or was fluent in a language other than Chinese or English. They
were paid for their participation. All participants had normal or corrected-to-
normal vision and reported no history of language deficits. Table 1 summarizes
NNSs’ demographic information. Proficiency was measured using the LexTALE
English Test (Lemhöfer and Broersma 2012). LexTALE has been shown to be highly
correlated with some standard proficiency measures such as the Quick Placement
Test (QPT), a test for measuring learners’ general English proficiency. With refer-
ence to the Common European Framework (CEF) for language levels, learners are
distinguished between intermediate (or lower) (score equal to 59 or below), upper
intermediate (score of 60–80), and advanced (score of 80–00) levels depending on
their performance in the LexTALE task. NNSs additionally self-rated on four of the
English skills (speaking, listening, reading, andwriting) on a 10-point Likert Scale.
As shown in Figure 1, the proficiency of the sampled NNSs reflects a broad range
and exhibits sufficient variability spanning from the low proficiency level to the
advanced proficiency level.

1 One NNS had been resident in the US for two years at the time of testing. To avoid the potential
confound of exposure type, this participant was excluded from the statistical modeling.
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4.2 Experimental design and stimuli

Target stimuli for the SPR experiment were 20 pairs of sentences like those in (1a)
and (1b). Most stimuli were adapted from Staub and Clifton (2006) and Warren
et al. (2016) in away that words presumably unfamiliar to NNSswere replacedwith

Figure 1: Distribution of LexTALE scores (range: 43.8–100) within the NNS group.

Table : NNSs’ demographic information.

NNS (n = )

M (SD) Range

Age (years) . (.) –
Age of first exposure . (.) –
Instruction length . (.) –
Self-ratings (–)
Speaking . (.) –
Listening . (.) –
Reading . (.) –
Writing . (.) –
LexTALE (–) . (.) .–
Gender (male/female) /
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words that should be more readily accessible to NNSs. Each sentence was divided
into four different regions: factor manipulating region, pre-critical region, critical
region, and post-critical region. For demonstration, example sentences in (2) are
repeated here as in (3).

(3) a. Jay painted either | the big house | or the old car
[factor manipulating region] [pre-critical region] [critical region]
| for his family over the summer.
[post-critical region]

b. Jay painted | the big house | or the old car
[factor manipulating region] [pre-critical region] [critical region]
| for his family over the summer.
[post-critical region]

(4) a. The Australian woman | saw the famous doctor | had been drinking
| quite a lot.

b. The tall scientists | revealed that the valuable coins | had gonemissing
| from the site.

Twenty sets of experimental sentences in two conditions were used in this
experiment. Each set contained two items (one item per condition) following the
format as in (3). (3a) and (3b) in pair were identical except that (3a) involved either
and (3b) did not. Each sentence had a transitive verb followed by twoNPs joined by
or. The critical region included a three-word DP or PP, together with or. Experi-
mental effects, if present, were expected to emerge in this region. The experimental
items were distributed across two lists in a Latin Square design such that each list
contained only one item from each pair and each participant saw 10 items from
each of the two conditions. Another 57 distractor items of unrelated syntactic
structures from other experiments but in comparable sentence length and struc-
tural complexity were included in each list. (4a) and (4b) are example filler items.2

Each participant thus read a total of 77 sentences in the SPR task. The experimental
sentences used for the acceptability judgment task were the same as those in the
SPR task. Items within each task were completely randomized, and lists from tasks
were counterbalanced across participants to prevent participants from being
exposed to identical items across tasks. We included six additional grammatically
unacceptable catch trials in the acceptability judgment task to detect howwell they
understood and did the task.

2 Fillers items, adapted from Sturt et al. (1999), were for other unrelated experiments.
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4.3 Procedure

We administered the following tasks sequentially: (a) Language background
questionnaire; (b) Self-paced reading; (c) Independent English proficiency test; (d)
Acceptability judgment task.

4.3.1 Language background questionnaire

Participants were asked to fill in a language background questionnaire, providing
their age, gender, onset age of acquisition, length of learning English in the
instructional context, and self-rating in English. They were instructed to rate their
language ability in speaking, listening, reading, and writing, on a 10-point scale
ranging from 1 (very poor) to 10 (very good).

4.3.2 Self-paced reading

The experiment was administered online through IbexFarm (Drummond 2013).
Participants completed the experiment via a link distributed to them remotely.
Upon clicking the link, participants were introduced to the experiment and the
informed consent, after which they were instructed to read sentences at a natural
pace and respond to comprehension questions as accurately as possible. To ensure
they understood the instructions well, participants had to correctly answer ques-
tions on instructions before proceeding to the main experimental session. Sen-
tences were presented phrase by phrase in a non-cumulative moving window
paradigm (Just et al. 1982). Each trial began with a fixation cross (“+”) at the center
of the screen for 1,000ms followed by a series of dashes (e.g., “——”), matching the
length of the corresponding word. At the press of the space bar, the dashes were
replaced by the first segment, and after each following press, one subsequent
segment would appear, replacing the previous one. This process was self-paced.
To engage participation, participants were asked to answer a yes/no compre-
hension question following each sentence. For example, “Did Jay paint something
for his family?” was the comprehension question for (3a) and (3b). Participants
answered each question by pressing the F or J key on the keyboard and received
feedback if they answered incorrectly. The positions of the correct answers were
counterbalanced. Participantswere allowed to take a break after every 30 trials. Six
practice trials were presented prior to the main experimental session. The whole
task took about 30 min to complete.
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4.3.3 English proficiency test

Participants’ overall proficiency in English was tested with LexTALE. LexTALE is
an untimed lexical decision task where participants had to decide whether a given
string of letters was a real English word or not by responding Yes or No. They were
required to respond to a string with Yes even if they did not know its meaning but
believed it to be a real word. The task consisted of 63 trials with 42 real words. It
took about 10 min to complete. After the removal of three dummies, the test score
(0–100) was calculated out of 60 trials using the formula provided by Lemhöfer
and Broersma (2012):

((number of words correct/40*100)+(number of nonwords correct/20*100))/2

4.3.4 Acceptability judgment task

This task aimed to establish if the participants had sufficient knowledge about the
target structures used in the SPR task. Participants were instructed to rate each
sentence on a 7-point Likert Scale with 1 being highly unacceptable and 7 being
highly acceptable. They were not allowed to change what had been decided on the
ratings. This task took around 15 min.

5 Analysis

5.1 Data treatment

All datawere analyzed in R (v. 4. 1. 1; R Core Team2021). Data cleaning included the
following procedures. First, participants who scored below 80% on comprehen-
sion questions to all test sentences were excluded, resulting in the removal of data
from one NS participant and 13 NNS participants. The mean accuracy for the
retained NS and NNS participant was 94.4% (SD = 0.2%) and 90.7% (SD = 0.2%)
respectively. Such a difference reached significance as indicated by a one-way
ANOVA test (F (1, 162) = 17.43, p < 0.001).3 Next, reading times (RTs) beyond 2.5 SDs

3 This reflects that NNSs may engage in meaning inspection to a lesser extent relative to NSs. The
focus of the current study is to explore the extent to which both groups of participants engage in
generating syntactic predictionduring online sentenceprocessing. Therefore, the differencedue to
interpretation would impact little on our interpretation of the time-course data. One anonymous
reviewer also pointed out that lower accuracy rates on comprehension questions byNNSsmay also
reflect that NNSs with a wide range of proficiency levels had more difficulty understanding the

Syntactic prediction in L2 learners 11



froman individual’smeanwere excluded, affecting 1.7%of theNSdata and 2.2%of
the NNS data.

The remaining RT data were then log-transformed for the statistical analysis
(Nicklin and Plonsky 2020). Plots of model residuals against fitted values and Q–Q
plots based on log-transformed RTs revealed no apparent deviations of normality
and homoscedasticity. To adjust for the variability in region length and individual
reading speed, the log-transformed RTs were residualized. Residual RTs were
obtained based on linear mixed-effects models constructed separately for NSs and
NNSs. In eachmodel, log RTsweremodeled as a function of the scaled length of the
regions in the number of characters with by-participant intercepts and by-
participant slopes for scaled region length included as random effects structures.
Subsequent models for the main statistical analyses used length-adjusted residual
RTs as the dependent variable. To minimize potential differences in the way
individuals within or across language groups use the 7-point scale (Spinner and
Gass 2019), we converted raw ratings from all items into z-scores by participant and
language group.

5.2 Statistical modeling

Statistical analyses were performed using linear mixed-effects models with the
lme4 package (Bates et al. 2015). Following Warren et al. (2016), separate models
were fit for the pre-critical, critical, and post-critical regions. In line with the
recommendation of Schad et al. (2020), independent variables included in the
fixed effects structures were contrast-coded and centered around the grand mean:
Condition (−0.5 with-either, 0.5 without-either) and Group (−0.5 NS, 0.5 NNS) as
the fixed effects, and by-participant and by-item in the random effects structures.
The random effects structures were always kept maximal for the initial model
allowed by the experimental design (Barr et al. 2013), as represented by the by-
participant random slopes for Condition and by-item random slopes for Group. In
cases wheremodels failed to converge, we simplified the random effects structures
by iteratively removing the correlation between random effects and the random
effect contributing to the least variance until the convergence was achieved. To
independently assess the potential role of proficiency in modulating predictive
processing, models were constructed separately for the NNS group across regions.
Following the procedures in Kim and Grüter (2021), participants’ LexTALE scores
and self-ratings and the composite scores from both measures either as a

sentences. This speculation was confirmed in a Pearson correlation test, which revealed a positive
correlation between learners’ LexTALE scores and comprehension accuracy (r = 0.24, p < 0.001).
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continuous or a categorical variable were added to the models of the RT data in a
separate step. Continuous variables included in the models were centered and
standardized (z-score transformation). All p-values were estimated using the
lmerTest package (Kuznetsova et al. 2017).

6 Results

To set up whether NNSs possess relevant knowledge that they can deploy online,
we first reported the results from the acceptability judgment task. We then pre-
sented the results from the self-paced reading task. The full set of data, code,
analyses, and experimental materials are publicly available at the Open Science
Framework (OSF) website: https://osf.io/abhjv/.

6.1 Acceptability judgments

The mean rating of the ungrammatical catch trials was 2.87 (SD = 1.95) for NSs and
3.98 (SD = 2.29) for NNSs, suggesting that they were not simply accepting all items.
In other words, participants were able to distinguish between grammatical and
ungrammatical structures in the judgment task, and therefore the task should be
sensitive enough to detect participants’ grammatical knowledge. Figure 2 visual-
izes the distribution of the transformed data. For both NSs and NNSs, sentences
with either tended to be more acceptable than those without either. The linear
mixed-effects model on data combined from both groups did not show a reliable
effect of Condition (β = −0.09, p = 0.20) and Group (β = −0.06, p = 0.50). Separate
models for each group obtained a main effect of Condition only in the NNS group
(β = 0.20, p = 0.001), but not in the NS group (β = −0.09, p = 0.19). A significant
interaction between Condition and Proficiency was observed in the L2 group
(β =−0.22, p < 0.001) such that learners of higher proficiencyweremore sensitive to
the differences between sentences across conditions than learners of lower profi-
ciency. We speculate that the overall low acceptance for sentences without either
for learners may be because sentences without either tend to be scopally ambig-
uous on the assumption that eithermarks the scope of the disjunct (Schwarz 1999),
hence much less acceptable compared to sentences with either. Albeit to different
degrees, NNSs generally well accepted sentences from both conditions (with-
either: M = 5.97, SD = 1.34; without-either: M = 5.61, SD = 1.63) and thus had
sufficient knowledge about the experimental sentences, to an extent comparable
toNSs (with-either:M= 5.77, SD= 1.51; without-either:M= 5.61, SD= 1.54). As such,
participants’ performance associated with predictive processing, if contrasting
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across conditions and language groups, should not be attributed to the possibility
that they may lack the grammatical knowledge of the structures in question.

6.2 Reading times

Descriptive results for mean RTs by condition among NSs and NNSs were sum-
marized in Table 2 and visualized in Figure 3. These results were statistically
confirmed in a series of linearmixed-effectsmodels. Table 3 presents a summary of
modeling results. For the critical region, the modeling results revealed a reliable
effect of Condition (β=0.127, p < 0.001), indicating that participants spent less time
reading this region when it was preceded by either compared to when it was not. A
reliable effect of Group was also detected for this region (β = −0.041, p = 0.0225),
driven by the longer RTs for theNSgroup than for theNNSgroup. To closely inspect
each group’s RT patterns across conditions and regions, we nevertheless con-
ducted by-group analyses for all regions regardless of whether the interaction was
significant or not to fully probe the effects of the presence versus the absence of
either on predictive processing in different regions among NSs and NNSs.

Figure 2: AJT task: Mean z-ratings by Condition across groups. Error bars indicate the standard
error of the mean.
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The mean RTs by Condition for different regions were summarized in Figure 4
for the NS group and Figure 5 for the NNS group. Analyses within each group
revealed an effect of Condition both for the NS group (β = 0.098, p = 0.000131) and
NNS group (β = 0.158, p < 0.001), suggesting that both groups of participants, in

Table : Mean reading times (in milliseconds) and standard deviations for each sentence region
across conditions for NS and NNS speakers.

Pre-critical region Critical region Post-critical region

With-
either

Without-
either

With-
either

Without-
either

With-
either

Without-
either

NS
speakers

Mean . . . . . .
SD . . . . . .

NNS
speaker

Mean . . . . . .
SD ,. ,. ,. ,. . ,.

Figure 3: Mean residual reading times for NSs and NNSs by Condition across regions. Error bars
indicate the standard error of the mean.
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their responses to the critical region, were largely influenced by whether either
appeared in the preceding context or not. As in Figures 4 and 5, the effect of
Condition spilled over to the post-critical region. The difference in RTs between the
with-either and without-either conditions reached significance at the post-critical
region for both groups of participants (β = 0.043, p = 0.0145). NNSs overall read the
post-critical region faster than NS speakers, reflected in the reliable effect of Group
(β = −0.124, p < 0.001). Follow-up analyses by group revealed a main effect of
Condition for the NS speakers (β = 0.049, p = 0.0458); such a significant effect did
not surface for the NNS group (β = 0.036, p = 0.0552).

Analyses were also conducted on the pre-critical region which, relative to the
critical and post-critical region, was of less theoretical interest though. The overall
model demonstrated that both groups of participants showed no apparent effect of
Condition (β = −0.032, p = 0.081).4 Moreover, separate models conducted within
each group confirmed the null effect of Condition for the NS group (β = −0.054,
p = 0.073) and the NNS group (β = −0.007, p = 0.700).

Research has found that language users may show adaptation effects as their
surrounding language context changes (Fine et al. 2013). Considering that such
effects may be consequential in predictive processing, we conducted exploratory

Table : Results of the linear mixed-effects models.

Region Predictor β SE p

Pre-critical (Intercept) . . .
Group . . .b

Condition −. . .
Group × Condition . . .

Critical (Intercept) . . .
Group −. . .a

Condition . . <.c

Group × Condition . . .
Post-critical (Intercept) −. . <.c

Group −. . <.c

Condition . . .a

Group × Condition −. . .

Initial model formula for each region: lmer(corrected_log_rt ∼  + Condition*Group + ( + Condition|
Subject) + ( + Group|Item)). ap < ., bp < ., cp < ..

4 Following the suggestion from an anonymous reviewer, in cases where the p values were
slightly greater than 0.05 (traditionally taken to be marginally significant without additional
justification), we computed the Bayes Factors (BFs) to assess the strength of the evidence for the
alternative hypothesis (H1) over the null hypothesis (H0) (Dienes 2014). In these cases, the BFswere
less than 1/3, indicating substantial evidence for H0 (Jeffreys 1998).
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Figure 4: Mean reading times on each sentence region by Condition for NSs. Error bars indicate
the standard error of the mean.

Figure 5: Mean reading timeson each sentence region byCondition for NNSs. Error bars indicate
the standard error of the participant mean.
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analyses on the critical and post-critical regions where predictive effects are
expected to arise. Models including Condition and the order of the experimental
items for presentation as the fixed effects showed that Condition exhibited as a
main effect but did not interact with the order of item presentation both for the NS
andNNS groups, indicating that the effects of the presence versus absence of either
on differences in RTs across conditions were held constant over the course of the
experiment for the participants. These results, therefore, suggest that NSs and
NNSs do not adapt their processing decisionswithin the experiment (See also Kaan
et al. 2019).

6.3 Role of proficiency in the NNS group

The inclusion of a relatively large sample of participants with a broad range of L2
proficiency enables us to comprehensively examine the role of proficiency in
modulating L2 prediction. In our case,we probed for the effects of proficiency on L2
predictive processing at the level of syntax. For the potential effects of L2 profi-
ciency to be detected, we followed Kim and Grüter (2021) in their practice of sub-
mitting proficiency either as a continuous variable or a categorical variable to the
statistical models. Specifically, each proficiency measure as a continuous variable
was first centered and z-score transformed and then was individually included in
the models for the NNS group: LexTALE scores, self-ratings averaged across the
four language skills (speaking, listening, reading, and writing), and composite
scores from the LexTALE test and self-ratings combined and averaged.5 To cate-
gorically group participants, we adopted the median-split approach such that
participants were divided into two groups based on the median of the proficiency
as the cutoff point. Those who scored below themedian of each pertainedmeasure
fell into the category of ‘lower proficiency group’ and otherwise ‘higher proficiency
group’. Results of each proficiency measure were summarized in Table 4.

We reported the effect of each proficiencymeasure for the critical and the post-
critical region respectively based on a set of statistical models. For the pre-critical
and critical region, when proficiency was treated as a continuous variable, neither
the main effect of L2 proficiency nor the interaction between Condition and
Proficiency was significant in any case. Similarly, no effects of proficiency were
obtained for either region when each proficiency measure was treated as a cate-
gorical variable. For the post-critical region, however, a somewhat different picture
emerged with respect to the effects of proficiency. Each proficiency measure
yielded, though not consistently, a significant main effect of L2 proficiency

5 Formula for this calculation is ((z-score of LexTALE) + (z-score of self-ratings))/2.
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(LexTALE-continuous: β = 0.041, p = 0.083; self-ratings-continuous: β = 0.036,
p = 0.024; composite-continuous: β = 0.059, p = 0.003; LexTALE-categorical:
β = 0.027, p = 0.013; self-ratings-categorical: β = −0.056, p = 0.077; composite-
categorical: β = −0.063, p = 0.047) such that NNS speakers with higher proficiency
tended to spend longer time on the post-critical region, and the final region where
the wrap-up effect was expected (Just and Carpenter 1980). However, no apparent
interaction between Condition and any proficiencymeasure was observed, despite
a trend towards the interaction when the continuous LexTALE score was included
in the model (β = −0.032, p = 0.093), yet the effect did not reach significance. This
indicates that the size of the RT difference between conditions (with-either vs.
without-either) on the final region overall was not modulated by learner
proficiency.

7 Discussion

This study investigated whether Chinese learners of English predicted at the level
of syntax to the same extent as English native speakers during real-time sentence
comprehension and probed the role of L2 proficiency as a potential factor to
modulate this process. To this end, we employed the SPR task tomeasure the times
that participants spent reading sentences with DP disjunction. The same group of
participants rated the sentences that were used in SPR to establish how well NNSs
understood the target sentences relative to the NSs. NNSs, like NSs, overall
accepted the target stimuli (mean rating larger than 5 out of 7). Hence, any po-
tential processing differences between NNSs and NSs would not be attributed to
the possibility that NNSs lacked sufficient linguistic knowledge about the target
structures.

Our results show that NNSs overall resemble NSs in their syntactic prediction
by using the linguistic information encoded in the lexical item either. For the pre-

Table : Results of each proficiency measure based on the median-split.

Proficiency measure High proficiency
group

Low proficiency
group

N Mean (SD) N Mean (SD)

LexTALE (median = .)  . (.)  −. (.)
Averaged self-ratings (median = −.)  . (.)  −. (.)
Composite score (median = .)  . (.)  −. (.)
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critical region, no significantmain effect of Conditionwas found for the RTs in both
groups. This finding is crucial for two reasons. First, this suggests that the effects of
Condition observed on the critical region were not contaminated by the inadver-
tent differences in the lexical items between conditions in the pre-critical region.
Second, as pointed out by Staub and Clifton (2006), given the fact that therewas no
difference in RTs between conditions in this region, it would not be possible that
either facilitated all subsequent regions following it in a general fashion. Thus, the
effects of Condition culminating on the critical region could directly speak to
whether therewas structural prediction depending on the presence versus absence
of either.

Turning to the results of the critical region where RT differences between
conditionswere anticipated, our analyses revealed a significant effect of Condition
in both groups. Participants read the critical region faster when eitherwas present
compared to when either was absent. The pattern demonstrates that the presence
of either allows bothNSs andNNSs to predictively build up a structure consisting of
two DP disjuncts and thus the processing of the constituent represented as or + DP
2 could be facilitated. This is in line with what has been formulated for the
relationship between linguistic predictability and processing efforts in the
expectation-based theory for sentence comprehension in that a high-constraining
context where linguistic materials are assumed to be highly predictable would
facilitate processing (Levy 2008; Roland et al. 2012). Such predictability effects,
though particularly in the domain of semantics, have also been observed to exhibit
for L2 sentence processing ((Fang and Enas 2021)Fang and Enas 2021). In the
present study, the presence of either following the main verb makes the sentence
highly constraining, and thus the DP-disjunction downstream is highly predict-
able. Consequently, the predicted structure should be easier to integrate when it is
encountered by the parser, since a predictable structure relative to an unpredict-
able one is assumed to be more highly activated in memory and in turn less costly
to process.

Beforewe firmly draw the conclusion that both groups of participants engaged
in making syntactic predictions during sentence processing, two possible alter-
native accounts areworth evaluating and eventually should be rejected. Onemight
wonder whether the reduced RTs on the second DP disjunct, when preceded by
either, may simply be interpreted as an effect of integration rather than prediction.
As discussed earlier, integration as a processing stage must be in operation during
sentence comprehension in both NSs and NNSs (Altmann andMirković 2009; Juffs
and Rodríguez 2014), particularly when the parser encounters the structure that
has been predictively built up. Although integration and prediction have been
claimed to be very difficult to delineate with experimental techniques, including
self-paced reading, EEG, and even visual world eye-tracking (Bovolenta and
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Marsden 2021), the processing of DP disjunction, as argued in Ferreira and Qiu
(2021), provides an ideal window for distinguishing between them. This is because
when either is present in the context, the parserwill predict that the upcomingDP is
the first disjunct of the disjunction phrase and thereby does not experience any
garden-path effects upon reading the second disjunct coupled with or. However,
when either is absent, the parserwill treat the first DP as the direct object headed by
the main verb and thereby experience a garden-path effect upon reading the
critical region where the first DP has to be reanalyzed as a constituent of the DP
disjunction. The lack of garden-path effects in the condition of with-either relative
to the condition of without-either indicates the presence of prediction that sepa-
rates itself from integration.

One may also attribute the different RTs on the critical region between con-
ditions to the contingency between either and or. As argued by Staub and Clifton
(2006) and Warren et al. (2016), this account also seems unlikely. First, the facil-
itated processing of the short word or cued by the presence of either would not
likely lead to a measurable RT difference (RT differences for NSs: 102.6 ms; for
NNSs: 331.4 ms) across conditions in the critical region consisting of four words.
Second, the Condition effect observed on the entire critical region continued to
spill over to the post-critical region for both groups of participants, and further-
more, such an effect was measurable in size. Therefore, the observed effect should
reflect the prediction for structures at levels beyond lexical items.

The overall picture emerging from the current study is that Chinese learners of
English predicted to the same extent as English NSs despite some differences in the
magnitude of the Condition effect between groups. This result is consistent with
some recent studies which, though targeting other linguistic phenomena, sug-
gested that NSs and NNSs behaved similarly in generating prediction during
sentence processing (e.g., Dijkgraaf et al. 2017; Ito et al. 2018; Kim andGrüter 2021),
but contrary to a few others which failed to find evidence for prediction among
NNSs, particularly at the level of morphosyntax (e.g., Guillelmon and Grosjean
2001; Hopp 2015; Martin et al. 2013). As such, our findings seem to speak against
theRAGEhypothesis which claims that NNSs have a reduced capacity for initiating
predictions, but largely in linewith the proposal byKaan (2014)which claimed that
NNSs are not qualitatively different from NSs in their capacity of generating pre-
dictions, albeit quantitatively modulated by factors such as L2 proficiency, lexical
quality, etc.

In general, we found no evidence for the role of proficiency in the critical
region. However, the effect of proficiency emerged later in the post-critical region,
modulating only the overall speed at which participants processed this region, but
not the size of the Condition effect. The fact thatNNSswith higher proficiency spent
longer in this region appeared somewhat surprising. One possible reason this
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might be the case is that the proficiency effect was driven by the wrap-up effect (in
addition to the Condition effect) that was expected to occur in this region. Some
research has shown that younger adults, as opposed to older adults, allocated
extra processing resources at clause boundaries, thus exhibiting larger wrap-up
effects (e.g., Stine 1990). In a similar vein, more proficient learners, who should be
able to allocate more processing resources, are more likely to demonstrate larger
wrap-up effects than less proficient learners. However, it should be noted that such
interpretation remains speculative, and future research in this regard is of course
needed. Despite the main effect of proficiency captured in the post-critical region,
no significant interaction between Condition and Proficiency was observed such
that proficiency did not influence predictive processing in the post-critical region
to which the prediction effect may spill over from the critical region. Therefore, our
findings collectively showed that proficiency did not modulate L2 predictive pro-
cesses across regions.

We argue that the lack of a robust proficiency effect cannot be attributed to low
variability associated with a small sample size, since we have included a relatively
large sample of NNS participants with L2 proficiency spanning a broad swath. In
addition, the finding that RTs in the post-critical region vary as a function of
proficiencymay itself be an indication that the proficiencymeasures adopted were
sensitive enough to capture the variance associated with learner proficiency. As
such, it may simply be the case that proficiency does not drive the variation
associated with predictive behaviors among L2 learners, contrary to the observa-
tion by Kaan (2014) that proficiency as a factor among others modulates the extent
to which L2 learners engage in predictive processing.6 This finding, in fact, echoes
several recent studies on L2 predictive processing where the proficiency effect was
not evident (Dijkgraaf et al. 2017; Ito et al. 2018; Kim and Grüter 2021; Mitsugi 2021,
but see Dussias et al. 2013; Hopp 2013; Leal et al. 2017).

6 An anonymous reviewer raised the possibility that the absence of proficiency effect may reflect
that learners from a broad range of proficiency performed at the ceiling, due to the either … or
structure being pedagogically elementary. Unless further evidence is available, we would like to
remain cautious here. First, while no apparent proficiency effect was observed on learners’ pre-
dictive processing profiles, we detected some proficiency effects at the post-critical region. Aside
from the nature of the processing behavior in this region (e.g., the spillover effect of predictive
processing vs. integrative processing at the clause boundary), the proficiency effect itself was an
indication that not all L2 participants performed equally well, and that the variance associated
with L2 performance was captured by the proficiency measures. Second, previous L2 predictive
processing studies that have examined structurally more complex structures also exhibited no
effect of proficiency (e.g., Kim and Grüter 2021; Mitsugi 2021), which may suggest that learners,
regardless of proficiency, tend to predictively process structures of varying linguistic complexity.
However, further investigation in one single study regarding the interaction between linguistic
complexity and L2 is needed.
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The above discussion now allows us to answer the two research questions: (1)
Similar to NSs, NNSs predict syntax based on the information encoded in the
lexical item; (2) NNSs’ predictive processing is not modulated by proficiency. One
last question left for us to think about is why studies on L2 prediction, especially
with respect tomorphosyntax, yieldmixed results. In otherwords, why is the effect
of syntactic prediction among NNSs detectable and rather robust in the current
study, as opposed to others (e.g., Grüter et al. 2012; Hopp 2015; Kaan et al. 2016) in
which such an effect wasmuch less evident? There are several possible reasons for
this discrepancy.

First, the lexical item, as argued inWarren et al. (2016), is a highly reliable cue
in English for prediction to initiate in the sense that the English parser should be
fairly confident that a DP disjunction will come up upon reading either. Despite a
higher restriction for the placement of the verb relative to either in Chinese than in
English, DP disjunction in Chinese is quite similar to that in English, and either
therefore is well used for prediction to be made in the processing of English
disjunction structures by Chinese learners of English. A related but different
account for why the L2 parser was a successful predictor in the current study is
Kuperberg and Jaeger’s (2016) utility-based model, according to which prediction
involves the pre-activation of aspects of upcoming linguistic input even before it is
encountered. The parser is committed to maximizing the utility of prediction for
language comprehension, which is weighed for its benefits and costs and esti-
mated as a function of the reliability of its bottom-up input as well as the pro-
cessing goals. In this case, the cost of generating predictions for upcoming DP
disjunction based on the reliable lexical item, either, should be low. Moreover, the
use of prediction eases the processing difficulty, ultimately benefiting sentence
comprehension. As such, the utility being high leads to a robust predictive parser
in this case.

In addition, differences in the experimental methods used across experiments
may also account for the divergent results. Compared to the phrase-by-phrase self-
paced reading employed in the current study,methods formeasuring L2 prediction
of morphosyntax like eye-tracking (e.g., Grüter et al. 2012) and ERPs (e.g., Kaan
et al. 2016) are more fine-grained, and therefore the differences between NSs and
NNSs may more likely be revealed. This speculation stems from the assumption
that NNSs tend to bemore susceptible to time constraints, simply because they are
typically slower in processing than NSs (Frenck-Mestre 2002). This being so, NNSs
may not be qualitatively different from NSs in their ability to generate predictions.
However, prediction among NNSs may not be observable in certain timing
conditions.

Finally, the linguistic phenomena that have been examined differ across
studies. For example, in Kaan et al. (2016), the target structures involve ellipsis
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(e.g., Although the surgeon met John, he did not meet Max’s…) in which the
expectation and interpretation of the elliptical structures depended on the inte-
gration of syntactic information across clauses. Compared to the either … or
structure, elliptical structures being structurally more complex could enhance
processing difficulties. These accounts, however, remain speculative unless
various syntactic structures could be investigated with different experimental
measures in one single study.

8 Conclusion

The present study used either … or construction as a test window to investigate
differences in predictive processing at the level of syntax between NSs and NNSs
and further explored the potential role of L2 proficiency in this process by testing
participantswith awide proficiency range. Our results showed that NNSswere very
similar to NSs in the use of the information encoded in the lexical item, either, to
predict a DP disjunction structure consisting of two smaller DP disjuncts, reflected
in the fact that both groups of participants read faster the critical region consisting
of or and the second DP disjunct when this region was preceded by the prediction
trigger, either. Such an effect spilled over to the post-critical region. This finding is
in line with Kaan’s (2014) claim that NNSs do not fundamentally differ from NSs in
predictive processing, but is inconsistent with the RAGE hypothesis that NNSs do
not predict to the same extent as NSs (Grüter et al. 2017). L2 proficiency does not
seem to play a notable role inmodulatingNNSs’ predictive processing, particularly
in the critical region, even though a weak effect of proficiency was observed in the
post-critical region such that proficiency overallmodulated the speed atwhich this
regionwas read. The null effect of proficiency is inconsistentwithKaan (2014),who
identified L2 proficiency as a key factor driving L2 predictive processing. In the
hope of drawing a complete picture of L2 predictive processing, future research can
explore how other potential factors (e.g., cross-linguistic influence, cue reliability,
Foucart 2021; van Bergen and Flecken 2017) and their interaction with proficiency
constrain NNSs’ engagement in predictive processing as a certain mechanism
driving incremental sentence processing.
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